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Continuing the studics of Johnson ¢t al (1980) and Johnson

and Kotz (198131, further dJdistributions arising from modcls of

errors in inspection and grading of samples from finite, possibly

stratified lots are obtained.
forms of inspcction arc also considered, and the

on the advantages of these techniques assessed.
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1. INTRODUCTION

For convenience, we first summarize some results obtained by Johnson
et al. (1980) and Johnson & Kotz (1981).

A random sample of size n is chosen (without replacement) from éwlot
of size N, which contains D decfective (or nonconforming) members. Suppose
that on inspection of items in the sample, the probability that a defective
item will be classified as defective is p, while the probability that a non-
defective item will (erroneously) be classified as "defective" is p'.

If Y denotes the actual unknown number of defective items in the sample,
the distribution of Y is hypcrgeometric with parameters (n, D, N). If X
denote the number (among thesc Y) which arce (correctly) classified as
defective, and X' the number (among the (n-Y) nondefective items in the
sample) which are (incorrectly) classified as ndefective" then, conditiorally
on Y, the variables X and X' arc independent hinomial with puramcters v,nm
and (n-Y, p') respectively. Averaging over the distribution of Y, the
distribution of

=X+ XY,
the total number of items described as "defective'" after inspection of tie
sample, can be formally expressed us
Binomial (Y,p) * Binomial (n-Y, p') 9 Hypergeometric (n,D.N) (1)

The svmbol * stands tor convolution, and the svmbol 9 indicates the "correspond-
ing" operation with Y distributed o< "(<ce, c.a. Johnson § hot: (1969,
Chapter 8)). Distribution (1) is a mixturc of convolutions of two binomial

distributions. The r-th descending {actorial woment of Z is

(r] roo . s s
T Gaptp PO gy O
N

by () = 5

i=0 -
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where Z(r) = 2(2-1) ... (Z-r+1). In particular
E(2) = np/N (3.1)
n(n-1)

var(2) = np(1-p) - 2 LB g By (3.2)
N-1 N N

where p = {Dp + (N-D)p'}N-1 is the probability that a single individual,
ﬁ" chosen at random from the lot, will be described as "defective" after
inspection (whether it is really defective or not). Tables of the

distribution of Z for n=10 with p = 0.75(0.05)0.95; p' = 0(0.025)0.1;

el

N =100 and D = 5, 10, 20; N = 200 and D = 10, 20, 10 arc presented in
Johnson and Kotz (1981). 1If p' = 0, wec have the situation described in
Johnson et al. (1980) and (1) becomes a hypergeormetric-binomial distribution.
For fixed values of D/N = A say, the distribution (1) is quite sensitive to
changes in p and p', but not to changes in D and N unless n/N (the sampling
fraction) is large. It is ea~y to scc that as D, N » ¢ (with D/N = 4 the

‘% distribution of Z tends to binomial with parameters (n,Ap+1(1-A)p').

Johnson and Kotz (1981) also, “x*e¢r clia, consider lots divided into L
7}\'
i=1

N, (with

strata ﬂl, ey Hk of sizes Nl, cees Ny

Nj:N) and suppose that the

probability of an individual from the j-th stratum being classified as
defective is pj. (The situation considered at the beginning of this section

corresponds to k=2, N_=D, N =N-D, p, = p, p, = p'.) The distribution of the

1
total number () classified as detective is (in an obvious notation)
k A

jj]Hinominl (Yj,Pj) Y muttivarinte llypergeometric (n,N,N)

(Y=(Y,, ... Y. ) is thc vector of numbers from ., ..., 1, in the sauple -
~ ~1 k 1 k

= . \
Yl + ... 4 Yk n) (N
The r-th factorial moment of 2 i
n(tl 5. ( y ] h v (rj)} (51
NT}) AT T, e rk’j=l P, Nj
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1]
where 2 denotes summation subject to r + ... + r_ = r and r
r 1 k rl,rz, vees rk
k
is the multinomial coefficient r!/| N r.!].
317
In particular, with p = N'1 Z ijj {(again, denoting the probability that
i=]
an individual chosen at random is classified as "defective"
(2) = np (6.1)
k
e (1D n(n-1) . Y
var(z)= np(1-p) - ———n(N_l)jzl Ny (p;-P) (6.2)

(Note that var(Z) is usually less than the 'binomial" value np(l-p).)

2. GRADING

Formulae (4)-(6) can be regarded as generalizations of (1)-(3). Further
uscful generalization is obtained by considering judgement not to be restricted
to '"defective' or 'mon-dcfective'" bhut to include assignment to one of several
categories - as would be the case, if product werc being graded in terms of
quality aund/or size with regard to marketiny. (One aspect of this situation
is the multivariate topic of disimminent unalysis, but here we are concerncd
with the conscquences rather than the methods of assignment.)

We will analyze a situation in which the aim of judgement is assign
an individual to one of s classcs Cl’ e CS. We denote the probabilith
that an individual, who rcully belongs to Cj will be assigned to Ci by

P.., with, of coursc l?

.. =1, Still turther generalization is possible by
i) i=1 1) ’

introducing stratification within each class. This leads to straightforward,
but notationally complicated elaboration, and will not be pursued here.
Let Yj denote the number of individuals belonging to Cj’ in a ranldom

sample of size n for a lot of sizc N containing Nj individuals in Cj (i=1, ...,

s
s; 2i=1Ni=N); and lct Zji denote thc number, among these Yi' assimed to
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C. (i=1, ..., s). The Yhas a multivariate hyperccometric distribution with

i
L parameters (n;N;N), so that
! N. s
P(Y)= { S I AOIENS) Yy=n) ()
\ 3 i=
s Ui j=1
J
Also, given Y. gj = (:ij’ oy zsi) has a multinomial distributior with parameters
Y.,P.) where P. = (P,., ..., P_.), and
( J ~J) ~J ( 13 SJ)
. 5 45 3
P(Z.4Y)y =Y. I T (p, .7/2. . 1) Z..=Y, 8
SD IR ALY EEJ i) (8)

and Z

~1, es ey

gs arz mutually independent. Tt follows that the joint distribu-

~t

tion of all the I's, 2 = (2,0 ++s 2 s

~s
NS (w::) S <.
P(2) = PZlY)POY) ={$. mAN o el (9)
T L L
s
where Zi. = Z :ii' (Note that 1he L are Alcrmiued by the 2.0, )
J j=1 ) ii’'s

Formally we can write the distribution of T as

A

j:X Multinomial (Yi.g|)l Multivariate lypergeometric(n,N,N} (10)

w0

and it might be called a "multivariate hypergeometric-multinomial distribution,

The joint factorial) moments of I cun be obtained from

S s (rij) s s (ri.) ] s (r,.)s T,
3 A RVl L IR e DY I I NS N IS
i=t j=1 M S T W T U j=1 0 = M
(r..) s ‘r..)s T
=0 n {N. Tnp "} (11)
N T g B
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-1
E(Z,.) = nN "N.P.. 12.1
(2;5) iPi; (12.1)
N C)MEIN (2) -
E(Zijzi'j) n Nj ]jjpi'j/N (12.2)
(2), (2) -
Ly ys )= N.,P..P.,. 2.
E(zijzl'J') n NJ ]vPIJP“JI/N (12.3)
whence " 1
Z. . = - . - . l' - } - . 3 . o IN= - —'-
cov (Zij’ 1'3) nNJ{(N n)NJ+\(n 1) PIJPI'JN (N-1) (15.1)
Cov (Z..,Z.,.,) = =aN.N., (N-m)P. P, . N"2(n-1)"} (13.2)
S O A AR I U Ak :
s
Using these results we can find the covariunce betwcen Z;. = N Zii |
s j=1 "
and Zj,. = 2 Zi,. - that is the total number of individuals assigned to
j=1
Ci’ Ci' respectively,
cov (Li.,Li,.) = -n{LN-n)PiPi, + (n-l)(PiPi,)} (1
where _ a8 . ] ;
. = N N.PyLs (LD, = N7 ) N.DP,.D,,.
Py N .Z ljllj (1111') N L NJ‘IJPI'J j
j=1 j=1
(Fi is the probability that an individual chosen at random is assigned to Ci’
(Pipi‘) is the probability that an individual choscn at random would he assigned
to Ci on one judgement and €., on another.). The marginal distribution of
:i' is like (4) with k replaced by < and p,. by pii" SO wec can usc the
corresponding formulae for moments. i
3. GROUP SCREENING
Further interesting distributions arisc in connection with ''group
screening”" (Dorfman (1943)), in which groups of units can be tested for the

existence of onc or morc defective units amony them. This can be practicable,
for example, when testing liquids for presecnce of contaminants, and is then

suggested as a possible way of reducing the averape total amount of testing.

I T T rtee ot s r v = APPSR S T 3 At i VYA TP AT VTR ot o -
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Suppose that mutcrial {rom ny units is mixed and tested for prescence of

"defective" material. 1If a ncgative result (''mo defectives') is obtained,
no further action is taken, but if therc is a positive result, each unit

is tested separately.

Let P;s pi denote the probabilities of obtaining correct or incorrect
positive results, respectively, at the first test. As before, p, p' denote
the probabilities of correct or incorrect positive results, respectively,
when units are testcd individually; D, N denote the number of defective units
and the total number of units in the population respectively, and Y denotces
the actual number of defective units among the n tested.,

The overall probability of obtaining a positive result on the first

test is

{]—Po(nl)‘?pJ # P ipy = py - (ppep P () (13 r

where Po(nl) = (N—D)(“l)/N(n]) is the probubility that the sample contains

no defective items.

The distribution of Z can be represcnted as

A
(Binomial (WY,p) *Binomial(W(nl-Y),p'))Y Hypergeometric (nl,D,N) (16)

where W is an indicator variable, defined by
if the first test gives a positive result

!
w-{
0 otherwise

Denote that
P(w=1)[Y>0) = Py P(W=1)|Y=0) = Py (17)
An explicit formula for P(Z=z) is

- . W(n, -Y)-z+x

W(n !
I p"s-'\(l-p') !

Z2-X

. YWY WY-x
P(2-2) = hw,y ’z( (x)px(l-p) X

]
where Ex dcnotes summation over (O,z-W(n]-Y)) 2 X min (WY,z).
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We have !

HASAIR [;](WY)(i){W(nl~Y);(r‘i)pip'r—i }

It~
<

i

Noting (17) and i

nfr)n(j’(w-o)(r'i)/N(”) for i>0

. =3 2= .l
e -1 T oy 0= fori=0 (81
) e (T ()41
nyt LR-DY T INEES e ()]
-0 for i » 0
E(Y(l)(nl-Y)(r-l)'\'=0]P(Y:“) { (18.2)
(r, o o
n lo(nl) for @ = 0
we find
(T (7) RESTES NENNCY IR COININIE SE OIS SRE 28 T
E(Z" ) = np 7 ipy (N igulii“ {N-1) PP -(py-p}Ip lu(nl)}
{19.1) ‘
1
In particular
. - e . (19.2)
E(2) = nl(p]p - (])]-p])p I”(n])r
=n (ppp - P(])v )
where P(l) = (}’J‘l‘;“’ (HJ)
- bl 7 2 - -
and vy Ja DT PTRCEMTopTy T
var(Z) =T N (N-1) SR
+ nl(])l]\ - l‘(])]\ V- nl(}‘Jp - I‘“.)p ) S EUNKE

If there is no possibility of a "talse poritive” (<o that p;p' = 0) we find

1(2) = nlplpﬂ/N
) ) -
\I-lr("’) - nlplpl (l-plpl + ?Lg.n_l-.l._)_l‘.‘.'.
* = N N 2

N (N-

{N(n-l)-(N-l)np]1
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In general, it is to be expected (and hoped) that P> pi just as
p > p', since we would expect (hope) that the probability of correct decision
would exceed that of incorrect decision. It may‘well happen that P, <P
since detection of a defective may be more difficult with the mixture of
material from separate units. More complicated distributions will be obtained
if it is supposed that Py depends on the value of Y ( the number of defective
units). It does not seem unreasonable to suppose that Py might increase with Y.

The effectivencss of the screening procedure is measured by the three
quantities

(i) Probability of correct classification for defectives = PP (20.1)
(ii) Probability of correcct classification for nondcfective =
Po(n)) (1-pjp') + (1-Po(n)) (1-pyp") = 1-(p ~P ) )P’

where . (n;-1) (n,-1

P(l) = (Pl-pi)P;(nl); and P;(nl) = (N-D-1) /(N-1) (20.2)

is the probability that the sample contains no defectives, given that one

member of the sample is nondefective.

(iii) Expected number of tests = 1 + nllpo(nl)pi + {]-Po(nl)}pl] (20.3

1 + nl(p1 - P(l))

of course, the larger the values of (i) and (ii), and the smaller the value
of (iii), the better.

From (20.1) it is clcuar that the probability of correct classification of
a defective is decreased by the screening process. (since pyp < p). The value
of screening must therefore come from increcased correct classification of
nondefectives or recduction in the cxpected number of tests. Table 1 contains

some relevant numerical information. In the absence of screcning, n tests

would be necessary, so
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-1
1-{1+n1)p1-P(1)}/n, = 1-n;" -p,+ P(l)

indicates the proportionate saving from screening, and this is given (as a
percentage) in the last column of Table 1. We have taken N = «, so that

w = D/N is to be interpreted as proportion defective, because the values do
and P* decrease so that

Py ()

both the proportionate saving in number of tests from screening and the

not depend greatly on N. As N decreases,
probability of correct identification of nondcfectives decrease, (though
not substantially, unless N is quite small). It is to be noted that screening

increases the probability of correct identification of nondefectives.

4. HIERARCHAL GROUP SCREENING

Sometimes additional saving in the expccted number of tests, and improved
accuracy in classification, can be attained by using two-or more-stage 1
screening - that is, hierarchal screening. For simplicity, we will consider
two-stage procedures, with a first-stage sample of size n = hn2. (Generaliza-
tion to more than two stages follows similar lines). If a positive results is
obtained for the combined sample, it is split into h subsamples, cach of size
n, and each is then treated as in Scction 3. Letting Pa> pé denote the
respective probabilities of correct and incorrect positive results when testing
each of the second stage (size n2) subsamples, the threc quantities measuring
effectiveness are:

(i) Probability of correct classification for defectives = P P,P (7.1

(ii) Probability of corrcct c¢lassification for nondefectives

= PG(nl)(l-p;pzp) + (1~P6(ﬂ1))(1-P1) + (Po(nz)-P;(nl))pl(l-pzp')

*
+ (1-P(n5))p U-p pt)
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1 * | 1] 1] * 1] '
l_plpzp + P(‘)(nl)(pl'pl)pzp + P()(nz)pl (1)2_p2)p

t * A\l

1) *

* * !
where P(2) = Po(nz)(Pz‘Pz)

* *
(Note that Po(nz) - Po(nl) is the probability that a random sample of nl,

known to contain at lcast one nonldefective, also contains at least one

defective, but a randomly chosen subsample of size n, containing at leust one

nondefective, in fact contains no defectives.)

(iii) CECxpected number of tests

i

1] 1 1
I+ h(pl-P(l)) + [Pyy)pp,y + U-LGn))pp, + (Pym,)-P (0 ))pP,]

(]

3 = 4Py ey - TP, - Fpry) (21.3)
i p ) '
A where P(:) = O(n2 (pz-pzw.
4 ,
_;% The proportional reduction in eapected number of tests is
.. 1 -»p1, - n_l() Sk ) + P )‘ + P u f2i.4
{ Pyl = M =iy M2t Ty -

values given by (21.2) and (21..1) arc shown in Table 2.

From (21.1) we sce that the probalility of correct classification of &
defective is decreased more than for simplce screening (cf. (20.1)). As sore
compensation, the probability of correct classification of nondefectives is
higher.

As in the case of simple screcning the advantages of a screcning procedurc
are greater when the proportion (w) of defectives is smaller. The effect of

* *
PR ra— 3 ) Y 1 s A
finite lot size (N) is to decrease |(]), 1(2), 1(]), P(,). From equations (21)

-

it can be scen that this will

(i) not affect the probability of correct classification of defuctives

(ii) decrease the probability of corruct classification of nondefectives
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(iii) decrease the expected number of tests,

Some analysis of the distribution of the total number (Z) of items
classified as "defectives' by this hierarchal screening procedure is given
in the Appendix. Here we just

give the cxpected value

] -1 ' '
E(Z) = ny[pypy(p-p IDN © + (PP = Poyiy=P () 0y)p | (22)
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Table 1: Simple Screening

(i} Probubility uf correct classification of defective is Py

(ii) these tables correspond to N = . Vuilucs of (=D/N) are proportions ot defectives ia the lot.

ke i il e o

N * . . *
:ops_v = «_-.wr_w 7oa=~g Cplee) ! w. An \ decreases, Pooand Podecrease; other juantitics
arc not changes.
(ii1) Note the vaiues shown do not depend on p. 3
4
, , PROBARIL.ITY OF CORRECT EXPECTED PERCONT
P Py p p W n, CLASSIFICATION OF NONDEFECTIVE REDUCTION IN TESTS
0.98 0.05 0.9 0.U5 0.05 ) 0.937V 35.7
8 0,835 51.2
10 0.0803 17.7
|1|l!||)1(w e 0.9771 13.9
h v.1 6 1.9785 34.8
. 8 N, 9732 29.3
10 0.9690 24 .4
12 . 0.,9650 20.9
0.2 0 0.9662 9.7
8 0.9608 5.1
10 0.9572 2.0
12 0.9550 0.0

o T
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Table 1: Simple Screening (cont'd)

. , PROBABILITY OF CORRECT EXPLCTED PERCINT
P, P, p p w n,  CLASSIFICATION OF NONDEFECTIVE REDUCTION IN TISTS
0.95 0.05 0.95 0.05  0.05 6 0.9873 54.5
3 0.9859 52.2
10 0.9804 18.9
12 0.9781 i5.3
0.1 6 0.0751 36.2
s 0.9730 31.2
1V 0.9699 6.4
12 _0.9066 22,
_
2 0.2 6 0.9672 11.90
8 0.9619 7.6
10 0.9589 4.7
12 0.9504 29
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Table 1: Simple Screening  (cont'd)
. , PROBABILITY OF CORRECT EXPECTED PEKCLNT
Py P p p w n;  CLASSIFICATION OF NONDEFFCTIVES REDUCTION IN TESTS
w 0.90 0.05 ©0.95 0.05  0.05 6 0.9878 55.8
3 0.9847 53.9
10 0.9818 50.9
12 0.9792 47.06
0.1 6 0.9801 38.5
8 0.u755 54,1
_ 10 0.9715 29.6
ﬂ . 12 0.9685 25.7
2 - — -
—4

. 0.2 6 0. 9689 15.5
8 0.9659 11.38
10 0.9607 9.1
12 0.953~ _ .5

m —_—

. L e L . - .
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Table 1: Simple Screening (cont'd)
' '

1LY P, p p W 1 PROBABTILETY OF CORRECT EXPECTED PERCENT
__CLASSTIICATION O NONDEFECTIVE REDUCTION IN TESTS

0.95 0.10 0.90 0.10 0.05 v 0.9718 60.8

3 3.9644 58.9

10 0.9580 55.9

12 0.9533 52.6

6 0.9552 43.5

S 0, 90457 39.1

1y 0,957 31.0

. 12 0.9317 30.7

) 0.9329 20.5

&8 0.9228 16.8

10 0.9164 14.1

12 0.9123 12.5

Note that in the last set, the expected percent reduction in expected number of tests is always 5%

?
greater than for the corresponding case in the penultimate set. This is because the value of PP,

is the same (0.85) in the two sets while the value of 2 is 0.05 greater in the last set.
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1 2 CLASSIFICATION OF NONDEFECTIVES REDUCTION IN TESTS °
6 v.9971 05.2
o 0.9949 63.7
12 0.9906 56.5
12 0.9944 60.5
12 0.9921 60.1
12 0.9586 57.1
0 0.9943 39.3
o 3 0.9902 40.0
12 2 0.9937 54.9
12 3 0.9896 39.5
12 4 0.985Y9 38.8
12 6 0.9796 33.4
6 2 0.9892 10.1
v 0.9819 10.6
12 2 0.9886 8.5
12 3 0.9813 12,

12 4 0.9755 10.4
12 6 0.9671 4.6
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Table 2: Two-Stage Hierarchal Screcning {cont'd)
' ' ' PROBABILITY OF CORRECT EAPECTED PLRCLNT
P, P, Pa JEIN p w n, n, CLASSTFLCATION OF NONDEFECTIVES REDUCTION IN TESTS(%)
0.98 0.05 0.90 0.05 V.05 0.05 6 2 0.9975 58.9
6 5 0.9959 60.1
12 2 1.,9968 57.3
12 K 0.9948 61.5
u.1 6 2 0.9948 40.8
0 ) 10,9910 12.1
12 Z 0,991 30.4
R 0.9904 41.6
0.2 § 2 0.9900 12.9
6 5 (1.9855 13.5
12 2 0.9894 11.3
12 3 (0.9828 15.9
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Table 2: Two-Stage llierarchal Screening (cont'd)
' ' ' PROBABILITY OF CORRECY EXPECILD PERCENT
P, P Ps P, p W ny 2 CLASSIFICATION FOR NONDEFECTIVES RLDUCTION IN TESTS( .§
0.95 0.05 0.95 0.05 0.05 0.05 6 2 0.9972 59.2
6 3 0.9954 60.2
12 2 0.9908 57.8
12 3 0.9947 ) 6l.
0.1 6 2 0.9947 40.9
6 3 0.9908 12.0
12 2 0.9941 37.2
12 3 0.590. . 41.8 _
0.2 6 2 0.9898 15.14
6 5 0.9850 14.3
12 2 0.9895 11.9
12 3 1.9825 15.9
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Table 2: Two-Stuge Hicrarchal Screening {cont'd)

' ' ' PROBABILITY OF CORRECT EXPECTED PERCENT
P, P, P, P> p W noon, CLASSIFICATION OF NONDEI'ECTIVES RE:-UCTION IN TESTS(
0.95 0.05 0.95 0.05 0.05 V.05 o] 2 0.9972 59.2
6 3 0.9954 60.2
12 2 0.9968 57.8
125 01,9947 ___61.7
0.1 6 z u.9917 10.9
6 ) 0.999u8 42.0
12 2 0.99041 37.2
DS L 0.9902 41.8
0.2 6 2 0.9898 15.4
6 3 0.9830 14.3
12 2 0.9895 11.9
12 3 0.9825 15.9
¥ g, ..




Tablc 2: ‘Two-Stage Hierarchal Screening (cont'd)

PROBABILITY OF CORRECT

EXPECTED PERCENT

P, P, P, P, p W n ,  CLASSIFICATION OF NONDEFECTIVES ~ REDUCTION IN TESTS(%)
0.95  0.10 0.95  0.05  0.05  0.25 6 2 0.9971 57.2
6 5 0.9953 55.8
12 2 0.9967 56.3

123 0.9946 60.” L

0.1 6 2 0.991¢ 39.4
. 6 3 0.9907 11,0
& 12 R 0.9941 36.4
123 02,9902 1.3
0.2 6 2 0.9898 12.7
6 5 0.9830 15.8
12 2 0.9893 11.7
12 3 0.9825 15.8

Note that in the last set the probabilities of correct classification of nondcfectives are very slightly

greater (no more than 0.0001) that the corresponding probabilities for the penultimate set, while the

expected reduction in number of tests is slightly (c¢. 1-2%) less.

of changing p, from 0.05 to 0.10).
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APPENDIX

In order to study the distribution of the total number (Z) of items
declared "defective" we introduce the auxiliary indicator variables:
W o= { 1 if items in the j-th subsample are tested individually
3

0 otherwisc
(A1)

for j =1, ..., h. Conditional on Wl, ceuy wh and the actual numbers

Yl, . Yh of defectives in the corresponding subsamples, Z is distributed as
h h [
Binomial ( ) WjYi,p) * Binomial () Wj(na-Yj),p ) (A2)

ji=1 j=1

The conditional r-th factorial moment of Z is
h

)}
NSRS

(i){ i } . i Tt
¥ ’ Ay 1
hj\j) L hj(nz-Yj) PP (A3

cez® ) =
. A

1

i (~19¢

1

t |}
Conditional on Y for any u, a > 0; and } # ]

l'p] P, if \.i 0
ﬁ , h
E(W?]l) = PGELY) = pp, BTN o Yo (A
o o - s l
‘ ‘o h
ify, = 0. Sy,
\PIPZ if \J ) ;\‘
- Yy, 0, ' 0
PIPJ l \J ‘l
]
PP, if \j S0, Y. = 0 or Yi = 0, \j' Nn
1
E(wqw?.|x) = r(wj=1,wi,=1!1)= \2 h
J : PP, iTY. =Y.t =0, )Y >0 (\3)




TS

We have

.23.

P(Y, =0) = Po(nz); P(Yj>0) = l-PO(nz)

J

J
P(Y. =0, Y.
J
P(Y. =0, Y
( )
P(Y. >0, Y
J
P(Y. =Y.'
( ) J
P(Y. =0 =
( J
whence

'=0) = P0(2n2)
'>0) = P(Yj' >0, Yj =0) = Po(nz)-PO(an)
''>0) = 1-2P0(n2) + PO(ZnZ)

oy , ) '
E(W) = PPy - PyPy - P(yP,

a of
E(W. W,
( J J')

2 . 12 2
= PPy - 2Pl oy * Py (Pypo) P(Bng) - TP,

A~ Y

Also, from (A4) and (A5), with B, & > 0

By _ LB
E(WY)) = pypE(Y)

BB 2 B
E(wqw?.Yij ) = pyPREOY;

J ]

a8
E(W.W..Y.
( M5 J)

8!
j )

_ 2 B
= plpz{l-Po(n:)l- E(\jle, > 0) + pyP,piPL(n,)E(Y

B

]

(A6.

(A6.

(A6.

(A6,

(A6.

(A6.

(A8.

(A8.

1)

2)

3)

4)

5)

6)

.1)

1)

2)

|Yj,=0) (A8.3)
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The joint distribution function of Y is

P(Y) = (A9)
D N-D f N
h h /|
Yoo vees Ypu D= Yo fnpaYy, L, ny-Ypo N-D-my+ 3 if iy, ..o, n,, N-n
1 1 { J
and the r-th joint factorial moment of Y is
(A10)
h (r-)] ( ir ), ()
E oy - ‘ T, N )N
=07 ) e
h '
where r = z r.. In particular for all j # j
i=1
E(Yj) = n /N (All.1;
oy 2 N
I:(Yj )= n,h v =hiheaN-n 0N (A11.2)
, 2002),,(2)
ECY.Y.') = nID " /N (ALLL3)
1) -
. . ) . Cas ~1 - L--1
E(Yj'\j' =0) = nzp/(\-n:), l(\j,\jv 0y = nzb{l-nzh -ln(nz),‘l-Ph(nzj;
NS
X (\Nn)) (Al1.4)

Applying formuluc (A3 - (ALl we get after some algebraic rearrungcment the

formula (22) for E(I). In order to calenlate the variance of Z, we have to

calculate

5 h h y N
2y - Ep (Y WO DO TR0 2 () )
IR et

ne~1=

wj(n,-yj)}

-

2 h h
s p \}1‘.”1),\“”_}1
RS B =

"j‘“z“yj)‘ 11




? -25.
‘t TR 2 , 2 h
: = (p-p JE[C L WY ) - (p™-p 07 WY
jep 3 o1 03
' ' h h ,2
+2n,p (p-p JE[C L WYD( ) Wl - n,p E(IW)
2 j=1 7 2 =17 < J

o
2 ¢ P82
+ n,p E[(th) ]

= -‘2 "2 -13)F rof ] _2_)12_ .
(p-p ) [hE(hj\j ) + h(h 1)t(wjuj Yj\j Y] - p -1 )hE(wj\j]

2
] 1]
+ 2n.p (p-p )[hE(WiYi) + h(h-])u(wiwj'Yj)] - nﬁp' hE(wj)

~

2 -
+ nop [hF(Wi) + h(hfl)t(iji'xl
where E(wi) and E(Wiwi') are given by (AT, and

SV -1
E(anj) = ngplpzﬂN

1

= n,plp,D(fn-—l)D+N-n,fN_ (N-1077

4

E(W.Y
( J

e e v .-l . -1
h(hjhj'\j) = nzplpzlhf\ ]»3-(.\—11',) 1(3))

(20
( )

The resulting formulas for L[(2 and

var(z) = 2Ny« i) - o) -

)
are complicated, but numericul calculation is straightforward., 1f P

pz = 0 (so that there are no false positives), then

(2) 2 his(w. Y 2‘ hih-THah W'Y Y. ") hi(w.)
E(Z777) = pTIhE( YT e b Dbk iy - RPN )

n]plpzp b ‘ (n:~l)(h 1) ) ) - ’1
- -—— 4+ {(h-Dyip,-t1-n,N )P 3 )
L \-1 - - O

N

and also

(A123

(Al3.1)

(A15.2)

(A13.3)




-
-20-
n,p,p,pl
17172
so that
nlplp’)pn (n')-l)(n_]) N
Var(2) = N = { = Nt (h-l)[pz-(l-nzN

1
)P(Z)]}p

(Al14)

(A15)
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NOTATION SUMMARY '!
Single Sampling |
3 p Probability that a defective item is classified as defective
3 p' Probability that a nondefective item is classified as defective
v P = N'I{Dp + N-D)p'} = Probability that an individual chosen at
by random is classified as defective.
3 Hierarchal Sampling
3 nj Number of items testcd en bloe at j-th stage
P Probability that a group containing at least one defective is
J classificd as defective, at j-th stage.
P Probability that a group containing no defectives is classified
¢ J as defective, at j-th stuge
3 Po(n.) = Probability that a random sample of n. items contains no defective
i J items (i = 1, 2). J
P;(n.) = Probability that a random samplc of n. items contains no defective
¥ J items, given that it contains at lcast one nondefective.
P.. = ~pP L (n,
G) (PJ IJ) ol J)
*

o
n
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